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Abstract

Many organizations rely on machine learning techniques to extract useful information
from large collections of data. Much research in this area has focused on developing
and applying machine learning techniques. We propose that using conceptual models
can improve machine learning by providing needed domain knowledge to augment
training data with domain knowledge. We propose guidelines for doing so.
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1 Introduction

Machine learning (ML) is an essential approach for organizations to extract useful in-
formation from large collections of data in order to make informed decisions. Organi-
zations have adopted industry standards such as CRISP-DM and other frameworks to
support the development and deployment of ML systems. At the same time, many chal-
lenges remain, including interpreting the outcomes of machine learning models, exe-
cuting machine learning algorithms effectively, and integrating machine learning into
organizational processes. As a result of these challenges, organizations continue to
struggle to implement successful machine learning solutions [1]. Recent research ex-
plores how conceptual modeling can support machine learning by embedding domain
knowledge into machine learning algorithms and models [2]. However, research to date
has not been successful at identifying needed domain knowledge or how it might be
extracted from conceptual models.

2 Conceptual Models and ML

Conceptual models formally describe “aspects of the physical and social world



around us for the purposes of understanding and communication” [3]. Modern ML pro-
ceeds without support from external knowledge sources and relies heavily on the train-
ing data and learning algorithms [4]. Conceptual models can represent specific objec-
tives and goals for an ML project. In addition, the complexity of some of the models
(e.g., neural networks, deep learning) has made models opaque and difficult to explain,
opening a stream of research in explainable Al [5]. Explainability and transparency are
fundamental, particularly in highly regulated fields such as healthcare. For example, it
is critical to understanding how a model concluded the likelihood of diagnosis for a
patient. Research has explored ways to improve training data by referencing domain
ontologies and incorporating rules such as “all birds are animals” into a model. Thus,
instead of learning the concept of “animal” from the data, a model can use the domain
ontology to infer that an instance labeled as a bird is also an animal [6]. Finally, con-
ceptual models can assist organizations to comprehend the scope of ML in their busi-
ness operations (i.e., identify the processes affected by ML).

Given the focus of ML on data and algorithms, the quality of data inputs is critical.
The Al community has emphasized the need for a data-centric approach that focuses
on the consistency of the training data. According to Andrew Ng, “in the dominant
model-centric approach to Al, you collect all the data you can collect and develop a
model good enough to deal with the noise in the data. The established process calls for
holding the data fixed and iteratively improving the model until the desired results are
achieved”. In the emerging data-centric approach to Al, “you hold the model or code
fixed and iteratively improve the quality of the data,” Ng added [7].

There are many kinds of conceptual models, including data models, process models,
models of business activity and goals, and models of enterprise and systems architec-
ture [8-10]. However, research at the intersection of conceptual modeling and ML re-
mains rare. ML is absent from the highly regarded conceptual modeling agenda set by
Wand and Weber and has absent from the discourse in conceptual modeling [10, 11].

Recently researchers proposed using conceptual modeling in ML applications [12—
14]. Nalchigar and Yu [15] developed a conceptual modeling framework for analytics,
which includes ML. Nalchigar et al. [16] demonstrated the value of using goal modeling
to model ML requirements. Maass and Storey explore the pairing of conceptual mod-
eling with ML [13]. Castellanos et al. [17] proposed guidelines for data preparation
using conceptual modeling constructs to improve ML outcomes such as performance
and process transparency. Work is being done to improve the transparency of ML mod-
els [2] and to make explanations more accessible [18].

3 Proposed Guidelines

As ML becomes more widespread, so are concerns that the process of building mod-
els remains opaque [19, 20]. Therefore, we propose the following.

e Domain knowledge captured in conceptual models can help expand the scope of
conceptual modeling because conceptual models, through their diagrammatic ca-
pabilities and labeling, capture some of the semantics of the real world.

e Including conceptual models as a companion to ML algorithms can help increase



the abilities to perform meaningful explainable Al (with respect to ML).

e Conceptual modeling can make the ML process transparent, repeatable, and au-
ditable by providing a systematic method to clean, organize and transform data.

e Research is needed to foster interdisciplinary connections and demonstrate the con-
tinued importance and value of conceptual modeling research across multiple ap-
plications of the many different types of ML techniques.

e  Further work on natural language processing to aid in constructing meaningful
conceptual models from existing documentation and process models is needed.

Each of these can contribute to data-driven decision making for important, complex
real-world problems. However, they will require researchers and developers with
knowledge of both conceptual modeling and ML, which is currently rare.

4 Conclusion

Although the need for conceptual modeling to advance ML is now well-recognized,
continued efforts are needed to bridge these two areas of research. This paper has re-
viewed some of the work to date and proposed guidelines for advancing this work.
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